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The implementation of a low frequency line source as a source function in the
finite difference time domain (FDTD) method is presented. The total-scattered field
formulation is employed, along with a recently developed quasi-static formulation of
the FDTD. Line-source modeling is important in the utility industry, where a more
accurate prediction of the fields induced in workers in close proximity to power
lines is required. The line-source representation is verified, and excellent agreement
with analytic solutions is found for two object problems. A practical example of the
electric fields and current densities induced in a human body in close proximity to
a 60-Hz transmission line is evaluated. The results for predicted organ dosimetry
for such a configuration are compared with predictions for the uniform electric field
and demonstrate the induced fields and current densities can be significantly higher
than originally predicted for the uniform electric field exposure on a ground plane.
(© 2000 Academic Press
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1. INTRODUCTION

The problem of human exposure to low frequency electromagnetic fields has beer
subject of many studies and numerical simulations. The methods used for such nur
cal simulations range from integral equation (IE) methods, through finite difference (F
techniques, to finite element methods (FEM). In all cases, advantage is taken of the q
static nature of the fields (and hence the quasi-static approximation to Maxwell’s ec
tions). IE methods are efficient for homogeneous shapes, but can require excessively
(possibly ill-conditioned) matrices when applied to large heterogeneous structures.
methods are more flexible but can suffer from staircasing errors with the discretizal
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of the object. Such staircasing errors can be effectively mitigated by the use of FEM
cause it lends itself well to adaptive mesh systems and mesh refinement. In genel
low frequencies, Darwin approximations can be made [1] which provide elliptic equatic
from the modified Maxwell’s equations, or Stevenson’s method as outlined in [2] can
used.

In the case of high resolution numerical studies of the human body in the low-freque
field of a powerline, all three methods mentioned above produce enormous matrices 1
solved. They are often not sparse because of the heterogeneity of the structure invc
Moreover, FD and FEM methods suffer from the lack of adequate free-space bount
conditions necessary to terminate the computational domain close to the body. As
sult, the domain must be stretched to a distance of three times the body dimens
thus increasing the volume by a factor of nine and further hampering the computatic
speed. The sheer size of the matrices makes it challenging at high resolution to avoi
conditioning.

In contrast, the finite difference time domain (FDTD), since its introduction by Ye
[3], has been used extensively to model electromagnetic field interactions with comj
heterogeneous structures. The FDTD technique has proven to be very flexible and effe
in dealing with complex and dynamic problems, is easy to use, and is effective. It has bec
widespread and has been the subject of immense development over the past decax
multitude of source functions for complex source geometries have also been succes:s
developed over the past 30 years. A major step forward in development of these sc
functions was the introduction of the total—scattered field formulation by Taflove [4]. Tl
formulation allows for algorithms to efficiently implement uniform plane waves incide
from arbitrary directions. This is particularly important for modeling problems where bc
the total and scattered fields are of interest.

In its classical form, the FDTD is not a very attractive method at low frequencies. T
required simulation times may be prohibitively long even for moderate spatial resoluti
However, at sufficiently low frequencies, and for suitable object dimensions and electr
properties, a recently proposed formulation [5] overcomes that problem. This formula
holds for quasi-static conditions, where the wavelength and skin depth are much greatel
the size of the structure under consideration. It is also assumed that parts of the stru
can be represented either as good conductors or as good dielectrics. The structure itse
be heterogeneous, but in any given part either the conduction or displacement curren
to dominate to the extent that the other current component can be neglected (prefera
is below 0.1%). Under these conditions, the fields in the conductors are proportional tc
time derivative of the incident field, and in dielectrics the induced fields follow the appli
field temporal behavior. The field response needs to be computed separately for the el
and magnetic field. In practice, at low frequencies, the response to the electric or mag
field alone is of interest anyway. By creating a standing wave condition, electric or magn
field exposure can thus be studied in isolation.

For plane wave excitations with a ramp function, accurate results can be extracted in
diately after the transient response has decayed, typically after 2000—4000 time stef
(i.e., a fraction of the signal period). A properly designed perfectly matched layer (PN
originated by Berenger [6] provides efficient low reflection termination of the computatiot
space for this type of problem [7-9].

The quasi-static formulation of the FDTD was developed for evaluation of electric fie|
induced in the human body from exposure to powerline-frequency uniform electric fiel
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The computations had to be performed with high resolution to identify organs that mi
have higher fields than the average. Thus the resolution used in the FDTD was 7.2
[5]. When the FDTD was hybridized with an efficient FD code, resolution of 3.6 mm w:
easily achieved with high accuracy [10]. This FD method was not hampered by the 1
space boundary conditions because the boundary condition was at the body surface an
simply the charge density developed by the exterior problem based on the lower resolt
FDTD run. In some occupational situations, such as those in electric utility substatic
workers on the ground are too close to the high voltage conductors for the exposure fi
to be assumed to be uniform.

Although the total—scattered field formulation has so far been utilized for uniform pla
wave excitation only, there is no reason why it cannot be extended to other excitation:
which analytic solutions exist. We have previously demonstrated that we can implen
the solution for an infinite line source at an arbitrary distance and orientation [11]. T
modification to the FDTD program is important, since it allows for the prediction of fielc
and currents induced in utility workers in close proximity to powerlines. This in turn give
a more accurate picture of the hazards they are exposed to on a daily basis. The formul
of the line source in the FDTD may also be applied to other problems involving scatter
from heterogeneous objects.

In this contribution the theory and implementation of the new line-source algorithm «
outlined in detail, followed by a comprehensive verification. This includes comparisc
with recently developed analytic solutions for a homogeneous lossy sphere in proxir
of a current-carrying infinite conductor or an infinitely long uniform line of charge. Th
results referenced in [11] dealt specifically with the case of magnetic induction. Here
look at additional results for magnetic inductions and present results for electric induct
A discussion of staircasing errors and their impact are included, as well as method
mitigating their effects. Finally, results are given for a high resolution heterogeneous mc
of the human body under a line source for electric field exposure (exposure to nonunif
magnetic fields can be efficiently evaluated by FD methods [12]).

2. THEORY

2.1. Quasi-static FDTD Method

Quasi-static approximations can be applied when the dimensions of the object of st
are a fraction of a wavelength. Since using the quasi-static approximation implies 1
the electric and magnetic fields become decoupled, it is possible to study their effec
isolation. If one were to attempt to study extremely low frequency problems using f
standard FDTD formulation, simulation times on the order of a few periods of the sou
would have to be used to reach steady state. For instance, for a problem at 60 Hz, with sj
discretizaton oiAx = Ay = Az=0.5 cm, from the Courant stability criterion, the duration
of one time step would bat = Ax/+/3c = 9.6 ps. Allowing for four periods of the source
field, the number of time steps required for the simulation woulble= 7 x 10°. Even on
a fast computer, the simulation would run for over one hundred years. For some simulat
frequency scaling is used, but this approach has limitations—among them is that the fi
are not decoupled. However, quasi-static approximations can be used to advantage in ¢
situations with the FDTD method, and thus the prohibitively long simulation time constra
is removed.
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The quasi-static FDTD method as introduced in [5] is only briefly summarized here. 1
standard FDTD algorithm can be used to advantage with certain objects, since the [
relationships of fields in good conductors and dielectrics is known. Because conduction
rents dominate displacement currents in conductors, and the opposite is true in dielec
the steady-state behaviour of fields can be predicted beforehand. Fields external to a
ductor have the same phase as an incident field, whereas interior fields are first ord
the quasi-static approximation and are therefore proportional to the time derivative of
incident field. By using a ramp function (which can be interpreted as an approximatior
the start of a sinusoid), all fields in steady state attain either a linear (in good dielectrics)
constant (in conductors) time behaviour after a short simulation time (a fraction of a pel
of the approximated sinusoid). To obtain a solution, it is therefore sufficient to obtain fi
values at two time steps after the transient response has decayed.

To reduce high-frequency contamination in simulations, a smoothed ramp functiol
used for the incident electric fieldc,

0 —o0o <t <t
Einc = ¢ cosht —tg) — 1 to<t<rt ()
Ax(t—1)+h t> 1,

wheret is the time incrementy is the starting point of the ramp (usually zero), ads
the desired slope of the ramp which is related to the peak amplitude and frequency o
sinusoid thatis approximated. The constardaadh are dependent on simulation parameter
such as the grid and time discretization and serve to preserve continuity between the
sections of the ramp function.

In a standard FDTD program, the use of a single plane wave necessarily implies
fields are coupled. Quasi-static exposure can still be accomplished by creating a star
wave within the FDTD domain: exciting two plane waves in opposite directions using 1
total—scattered field formulation. By controlling the phase and amplitude, exposure ei
to only electric or magnetic fields can be created within a limited volume with dimensic
much smaller than the wavelength.

In summary, the quasi-static FDTD method may be used when:

(i) in the object of study either the conduction or the displacement current doming
the other; and
(ii) the size of the object is much smaller than the incident field wavelength.

When these conditions are satisfied, electric or magnetic field exposure can be stt
in isolation by creating an appropriate standing wave condition and by utilizing a ral
excitation function. It is important to note that the underlying FDTD method’s numeric
implementation (code) has not been modified: it is merely the utilization of a ramp funct
excitation and the creation of a standing wave that mimic quasi-static circumstances.
resultant fields must then be properly post-processed (i.e., scaling and/or differencin
provide proper quasi-static results.

2.2. Mathematical Basis of Transient Response

From Maxwell’'s equations in the quasi-static limit it can be found that the time to stee
state for electric or magnetic exposure is governed by relaxation or diffusion equati
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respectively. For each, there is a characteristic time constant which governs the tran
response or, conversely, marks the transition to steady state. These time constant
Trelaxation= - aNd Tgiffusion = wol?, wheree is the dielectric constang is the conductiv-
ity, u is the permeability, ant is the largest characteristic dimension of the object (i.e
diameter for a sphere). This in turn indicates when steady state is reached and whe
simulation can be halted.

Although the exposure processes are governed by either relaxation or diffusion in
life, in the FDTD the coupling of the magnetic and electric fields cannot be separatet
perfectly simulate a quasi-static situation. This can be accomplished indirectly by crea
a standing wave, but both field vectors are still excited. For the case of a lossy object
conductivity, but relative permittivity and permeability of one, the diffusion time consta
dominates. And so for both types of FDTD simulations (standing wave created for magn
or electric exposure) the time to reach steady state is governed by the diffusion conste

2.3. Total-Scattered Field Formulation
As outlined by Stratton [13],

An electromagnetic field is uniquely determined within a bounded regianall timest > 0 by the
initial values of electric and magnetic vectors throughéuand the values of the tangential component
of the electric vector (or magnetic vector) over the boundariet foP0.

This provides the basis of the total-scattered field formulation introduced by Taflc
[4]. In this formulation, splitting the computational domain into two regions separated
a Huygen’'s surface modifies the standard Yee algorithm [3]. Inside this closed surf
the updated field values are still total fields, but outside the surface there are only scatt
fields. By specifying the initial field values for the entire domain (usually zero), the tangen
electric or magnetic field vectors at the Huygen'’s surface fdralld can be specified, thus
uniguely determining domain field values for all tirtes 0.

The Huygen'’s surface field values can be decomposed into a scattered field compc
and an incident field component. The incident field values are derived from the sot
function. In the previously derived uniform plane wave source, the fields are uniqu
specified by three fixed anglés, 6, v) which define the direction of propagation and the
polarization of the electric field vector with respect to that direction. The argkasdo
are the standard spherical coordinates (azimuth and elevation). The reference directic
¥ is the vectork x z wherek is the incident wave vector direction, afgdis measured
clockwise (when looking towards the source) from the reference. This defines the ele«
field polarization on the transverse plane as illustrated in Fig. 1.

For the uniform plane wave formulation [4], a computationally efficient way to speci
the incident wave components is through the use of an alternate one-dimensional sc
grid valid for propagation directions defined by the andles, v). Incident electric and
magnetic field values on the Huygen'’s surface are then specified by interpolation of the
value in the source grid and implementation of appropriate connecting conditions. T
connecting conditions are the Yee update equations, modified to incorporate an inci
field component and a scattered field component.

The incident field vectors lie in planes transverse to the direction of propagation
distancesl along the source grid. Hence the incident fields must be transformed to Carte:
coordinates to be consistent with the Yee grid. The intersection of the Huygen's surface
these planes defines contours on which, for a uniform plane wave, all electric and magt
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FIG. 1. lllustration of how the reference anglés, 6, ) are defined for an arbitrary incident wave vedtor

fields are identical. The appropriate equations for a uniform plane wave are [4]

Hx.inclj = Hinclg X (Siny sing + cosyr cost cose) (2a)
Hy.inclg = Hinclg X (—Simy cos¢ + cosyr cost sing) (2b)
Hzinclg = Hinclg x (—cosy sing) (2c)
Ex.inclg = Einclg x (COSYr sing — siny cost cosg) (2d)
Ey.incl§ = Einclg x (—COSy cosg — sinys cosd sing) (2e)
Ezinclg = Einclg X (Siny sing), (2f)

whereHinc|§ andEinc|j are the incident magnetic or electric field, respectively, at a distan
d along the source grid and at time steg-or this uniform plane wave implementation the
angles are fixed for all locations on the Huygen'’s surface.

2.4. Line-Source Implementation

The line-source implementation as reported in [11] is summarized here. For an infi
line of charge or current at a low frequency, the fields have a cylindrical TEM configurati
On a plane perpendicular to the line, the fields have magnitudes inversely proportion
the distance from the line and have a radial electric field and a circumferential magn
field. These fields are thus transverse planar with their polarization dependent on their |
in space with respect to the line. This immediately suggests how to modify Egs. (2
reflect this cylindrical TEM configuration. The source field values for the Huygen’s surfe
are still transformed using (2), with the modification that the angis dependent on the
distance vectod between that point in space and the lifle= v (d). The TEM fieldF,
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FIG. 2. Visualization for the angley for a source wave (from a line source) in tRedirection. Note the
orientation of the vector couplet.

whereF represents either the magnetic or electric field, can then be represented as:

1

F=
[e]

F(y (d)). 3)
Without loss of generality, it can be assumed that the infinite line source is orien

parallel to thex-axis and passes through the poigh, zh). Then for any point on the

Huygen’s surfacéx, vy, z), to specify the incident field value, the scale factor is found as

ldl = /(z— zh2 + (y — yh)2. 4

Also, to resolve the fields into three Cartesian components, Egs. (2) still hold, with
modification that the angl¢ is

arctar( ;:;2) k=—%

V(Y. z yh, zh) = )]

arcta ;gj?) k = +X
depending on the direction of the source wave. This is visualized in Fig. 2yapdane

(x = a) perpendicularto the direction of propagation, wigim, zh) being the origin. For this
case, the source wave is travelling in the positivéirection, and so the reference direction
for polarization is the negative-direction. It can be noted that a mutually perpendicula
vector couplet of the electric and magnetic fields for a given point in space rotates thro
the angleyr with the distance vector.

A standard FDTD code can thus be modified to implement this line source. Itis a sim
procedure to modify the standard plane wave source implementation to allow for su
case. In this case, the angleis no longer fixed for all points on the Huygen'’s surface, bu
changes depending on the point location with respect to the line.

2.5. Staircase Errors

Approximation of smooth boundaries by cubic voxels associated with FDTD is w
known to result in computational errors. There have been a number of reports on techni
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that employ mesh refinement in the context of FDTD methods. They can be roughly divi
into four groups:

1. Mesh refinement techniques (e.g., subgridding and graded meshes);
2. Locally conformal meshes;

3. Subcell models; and

4. Finite volume techniques (FVTD).

The methods in the first group do not effectively address the issues because they si
increase the density of the mesh while retaining the underlying staircase approxima
Locally conformal meshes are successful for PEC boundaries. High frequency applicat
of such conformal meshes have been applied to dielectric interfaces, but they had a
effect on accuracy. Subcell modelling considers an effective dielectric constant for cells
aligned with cell boundaries based on weighted flux averaging through a cell face. <
techniques are again successful in high frequency applications of FDTD, but fail in
low-frequency as pointed out in [16]. Finally, the FVTD approach (or a hybrid method) ¢
solve the staircase problem in question but this involves a different numerical techni
which is beyond the scope of this paper.

Regardless of the refinement techniques available, the main staircasing error in the g
static method occurs where the conductivity gradient is highest—normally the air—condu
interface. Since we are interested mainly in the internal organ dosimetry, staircasing e
are not absolutely critical for these types of problems. As such, subcell averaging will suf
for the problem at hand.

3. METHOD VERIFICATION

3.1. Fields in Free Space

First the cylindrical TEM line-source implementation was validated by exciting an emj
computational domain (free space) with the infinite line-source function. To model t
situation, a domain of 26 110 x 110 cm was utilized, with a grid resolution of 1 cm in
each direction. The line source was oriented inxheirection, centered 50 cm over the
domain, i.e.(yh, zh) = (55 cm, 155 cm). The domain was terminated by a PML (6, P, 40d|
(six layers, with a parabolic profile, and with 40-dB attenuation for normal incidence)
all sides. The time excitation was the function given by Eq. (1). The simulation was run
200 time steps to allow for the wave to fully traverse the domain. The fieltls at= 200
were then compared with the analytic solution. As shown in Table I, the resultant fields
in excellent agreement globally with the analytic results. As expected, the Cartesian n
representation of cylindrical fields introduces longitudinal fields that are nonphysical,

TABLE |
Relative Errors in Electric Field for the Empty Domain

Maximum Average

Grid resolution  Horizontaly)  Vertical z) Horizontal §y)  Vertical (2)

Coarse (2 cm) 0.0910% 0.0188% 0.0078% 0.0022%
Fine (1 cm) 0.0114% 0.0036% 0.0018% 0.0005%
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they are negligibly small, i.e., on the same order of magnitude as the error fields in
transverse directions.

3.2. Conductive Sphere

Recollecting that the motivation for this work is to investigate electric fields induced
humans at powerline frequencies by a line-source, it is relevant to model a simple objec
which the problem has an analytic solution, e.g., a conductive sphere of a size comparal
the human body. The material parameters of the sphere are also chosen to represent nc
values in the human body.

In order to validate the FDTD method at low frequencies for the line source, both 1
electric field and the magnetic field exposures are investigated. Comparisons are made |
on average, root mean square (RMS), and maximum induced electric fields in the spl
The closed form solutions for fields induced in a homogeneous lossy sphere by an inf
current line (magnetic field) and an infinite line of charge (electric field) are reported
[14, 15]. The relative and absolute errors are also investigated to establish validity of
method and to identify locations of large errors.

For both electric and magnetic exposure the problem simulation was formulated as
lows. A conductive sphere of similar size and conductivity to those of the human bc
(conductivity=0.1 S/m, radius=50 cm) was selected. With these parameters, at low fr
quencies, the conduction current is much greater than the displacement current, an
quasi-static approximations apply. The staircased sphere was centered in a computa
domain of size 11& 110x 110 cm, terminated on all sides by a PML (9, P, 60 dB). Fron
previous research [16], large errors are expected at the surface of the staircased sphere
magnitude depends on the shape of the staircasing and conductivity contrast. To par
mitigate these effects, subcell averaging of material parameters can be used in our F
program.

As previously, a standing wave was created for magnetic or electric field excitation w
two waves of proper orientations traveling from the opposite directions on a line soul
The line was assumed oriented in tkalirection, centered 50 cm over the sphere, i.e
(yh, zhy = (55 cm, 155 cm). Source function parameter values were chosen to simula
1 A (peak) current of 60 Hz in the magnetic field case. For the electric field case, sot
function parameters were chosen to simulate a field of 1000 V/m in the absence of
sphere at the center of the domain (1 m from the line); this corresponds to a line chs
density ofp = 20007 eo C/m. Simulations were performed with a grid resolution of 1 cm
Steady state was reached after 2000 time steps.

3.2.1. Magnetic induction. Figures 3-5 show the individual calculated field compo
nents at representative cross-sections in the three directions, along with the correspoil
analytic solution for comparison. It is apparent that the field spatial distributions are v
similar, except in some cases (especially Bheand Ey fields). The high field values in the
numerical solution tend to obscure the visual representation of the actual field distribut
Figure 6 shows the total fiel(E = [E2 + EZ + EZ) distribution throughout the sphere,
which is in excellent agreement with the analytic solution. Point-by-point relative errc
were examined, with the result that the locations of high relative error are concentrate
the surface of the sphere. There are large relative errors at the very center also that are
ciated with zero field value in the analytic solution. Thus a computed field there, howe
small, represents an infinitely large relative error.
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FIG. 3. Magnetic induction in a lossy sphere from a 60-Hz line source (1000 Vim=atl m)—Induced
E,-field (in xV/m) for cross sections in the three principal planes (computed vs analytic).

Table Il provides a more quantitative evaluation of the errors. The computed maxim
field is much greater than the analytic maximum field. However, the average field is v
close to the analytic average field, as is the RMS. Relative errors in the total fields are I
in the upper half of the sphere compared to the lower half and range around 25-309
average at the surface of the sphere. Relative errors in the total fields at interior point:
less than 0.5%, in general. The last row in the table represents the maximum error ir
respective fields, computed point by point.

Combining the qualitative and quantitative results, the following observations can
made: the quasi-static FDTD method with the line source accurately models the indt
field distribution and field values in the interior of lossy objects, but field values close
object boundaries are overpredicted by up to 33%.
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TABLE Il
Computed vs Analytic Results for Magnetic Induction—No
Subcell Averaging

Maximum  Average RMS

Computed total electric fielg«(V/m) 37.778 11.142 12.162
Analytic total electric field £V/m) 28.502 11.138 12.154
% Difference(| %ﬁ;‘;ﬂm x 100 33% 0.03% 0.07%

Error field (computed-analytig (1V/m) 10.404 0.0811 0.377

Computed E“r at x=50 Analytic E“r at x=50
4 4
2 2
0 0
-2 -2
-4 -4
20 40 60 80 100 20 40 60 8O 100
¥ Y
Computed E"r at y=50 Analytic E“r at y=50
4
3
2
1
0
-1
-2
-3
=
20 40 60 8O0 100
X x
Computed E"r at z=50 Analytic E“r at z=50
3 3
2 2
1 | 1
0 0
-1 -1
—2 ~2
-3 -3
20 40 60 8O0 100 20 40 60 80 100
X x

FIG. 4. Magnetic induction in a lossy sphere from a 60-Hz line source (1000 V/m=atl m)—Induced
E,-field (in ..V/m) for cross sections in the three principal planes (computed vs analytic).
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FIG. 5. Magnetic induction in a lossy sphere from a 60-Hz line source (1000 V/m=at m)—Induced
E,-field (in wV/m) for cross sections in the three principal planes (computed vs analytic).

The problem of large errors at the boundaries of the staircased sphere are a direct |
of the staircasing, causing enforcement of the boundary conditions different from the ¢
inal object, and the abrupt transition in material properties. This abrupt transition car
mitigated by the use of subcell averaging of material properties in the preprocessing <
of a FDTD simulation. Subcell averaging can best be understood by imagining an of
2-dimensional grid near a particular field location, with that field location at the centre of
corresponding offset grid space. This offset grid is then subdividedNnégual sections.
The material parameter assigned to the indexed field location is the weighted averag
the material properties in the centre of each subdivision. In the case of the homogen
sphere of interest, the effect is to create a layer at the boundary whose conductivity ve
range from 0to 0.1 S/m.
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FIG. 6. Magnetic induction in a lossy sphere from a 60-Hz line source (1000 V/m=st m)—Induced
Ei-field (in nV/m) for cross sections in the three principal planes (computed vs analytic).

Table Il provides the quantitative look at the errors with subcell averagimy-62 and
N = 8. It is evident that the computed maximum field is larger than the analytic maximt
field (18.7% withN = 2, 5.5% withN = 8), but less than that with no averaging. The averag
field is still very close to the analytic average field, as is the RMS. The absolute and rels
errors have been reduced, meaning more accurate prediction of fields point by point.
relative errors are still larger in the upper half of the sphere compared to the lower half,
have reduced overall. For instance, on the sphere boundary the relative errors range
15-25% on average.

The conclusion that can be made at this point is that simulations for magnetic induc
using subcell averaging produce more accurate results and can significantly improve
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TABLE 1l
Computed vs Analytic Results for Magnetic Induction with Subcell Averaging

Maximum Average RMS
Subcell averaging N=2 N=38 N=2 N=38 N=2 N=8
Computed total electric fielg'\V/m) 33.824 30.079 11.196 11.233 12.215 12.253
Analytic total electric field(.V/m) 28.502 28.502 11.188 11.222 12.205 12.241
% Differencey(| 2meutedanalyte) 100 18.7% 5.5% 0.07% 0.1% 0.08% 0.1%

analytic

Error field (computed-analytig («V/m) 8.689 3.131 0.0426 0.0109 0.195 0.0650

determination of maximum field values with higher levels of subcell averaging. Field vall
at object boundaries are still overpredicted, but the error in these fields can be gre
reduced.

3.2.2. Electric induction. The results for electric induction in the sphere are show
qualitatively in Figs. 7-9. No figure is presented for thefield, as the analytic solution
is zero everywhere. As is the case for magnetic induction, there are very large field va
on the surface of the sphere, but the errors are greater than for the magnetic field indu
The field distributions are still matching to the analytic field configurations. Relative err
are still highly concentrated on the surface of the sphere.

Table IV provides quantitative results. The computed maximum field is much gree
than the analytic maximum field. In this instance the location of maximum absolute el
is actually the location of maximum relative error and exists around the entire boundar
the topmost part of the staircased sphere. That is the location of the maximum source
as well. However, the average field is very close to the analytic average field, as is the R
though the large errors in maximum values introduce larger errors in the RMS.

These results indicate that the FDTD method is not satisfactory at predicting maxin
induced fields, but is still valuable for predicting field distributions and average field valu
Previous research with plane wave sources has indicated that the method is still valt
because the conductivity gradients in the interior of the human body model are not as ¢
asinthe case considered here, in which the conductivity of free space is zero, representsi
infinite conductivity gradient at air-tissue interfaces [16]. No simulations were perforn
with subcell averaging in the case of electric induction, as previous research showed
the averaging actually increased the errors [16].

The large errors evident in electric field induction are mostly a result of the stairc
ing approximation of smooth surfaces (this is elaborated in the following section). T

TABLE IV
Computed vs Analytic Results for Electric Induction—No
Post-Processing

Maximum  Average RMS

Computed total electric fielgV/m) 489.21 103.23 105.46
Analytic total electric field(.V/m) 178.27 102.26 104.28
% Difference(| meuedanalytic 100 174.4% 0.9% 1.1%

analytic

Error field (|(Computed-analytig («V/m) 310.93 1.542 5.639
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FIG.7. Electricinductioninalossy sphere from a 60-Hz line source (1000 Vira=t m)—Inducede,-field
(in wVIm) for cross sections in the three principal planes (computed vs analytic).

immediate cause is the strict enforcement of boundary conditions. This may also be 1
as a solution, given that the problem of interest represents a very good conductor in qt
static conditions. It is then reasonable to let tangential electric fields at the boundary be
(i.e., the limit for a perfect conductor). This is easily implemented in the postprocess
of the data. The external boundary tangential electric field components are identified
set to zero. As a result, the erroneously large computed fields are corrected, and henc
accuracy of the prediction is improved for both the maximum and the average electric fie
induced.

Table V shows the results using postprocessing of the previous data for two diffe
grid resolutions. The postprocessing has reduced the maximum error significantly, anc
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TABLE V
Computed vs Analytic Results for Electric Induction—Surface Tangents Set to Zero
Maximum Average RMS
Grid resolution lcm 2cm lcm 2cm lcm 2cm
Computed total electric fielgV/m) 22418 385.45 98.68 104.22 102.50 106.62
Analytic total electric fieldV/m) 178.27 176.79 97.93 102.51 101.77 104.51
% Difference(| %y{'yw x 100) 25.8% 118% 0.8% 1.67% 0.7% 2.02%
Error field (jcomputed-analytig (.VV/m) 68.12  208.99 1.042 2.679 2.023 7.714
Computed EZ at x=50 Analytic Ez at x=50
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FIG.8. Electricinductionin alossy sphere from a 60-Hz line source (1000 Vira=at m)—Induc
(in wVIm) for cross sections in the three principal planes (computed vs analytic).

edE,-field
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FIG. 9. Electric induction in a lossy sphere from a 60-Hz line source (1000 V/m =2t 1 m)—Induced
Ewi-field (in nV/m) for cross sections in the three principal planes (computed vs analytic).

average and RMS errors as well. Computed maximum fields are still overpredicted.
expected that by using a finer grid the errors can be further reduced. Since our comy
resources do not allow us to use a finer grid, we used a coarser grid of 2 cm to illustrate
effect of the grid size. As expected, the errors increase for this coarser resolution.

3.2.3. Explanation of sources of errorAny staircasing approximation changes the ob
ject’s actual shape and thus the discretized Maxwell’'s equations enforce different fielc
the boundaries than for the actual object. The effects are noticed principally at locati
where there is a large discontinuity in material properties. In the FDTD, it is particula
noticeable for the electric field, as the electric field components are always located on v
edges, where the object material properties change. Considering a sphere as an exan
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is known that the tangential electric field must be continuous across the boundary, an
normal electric flux density must be continuous. By introducing a staircase, we also fc
continuity conditions which must adapt to abrupt changes in surface normal direction, he
disrupting the expected distribution of fields; what is actually simulated is a building blc
representation of the object.

For magnetic induction the staircasing forces induced currents to flow a path differ
from that in a real sphere. High current density is artificially introduced in inner corners
some voxels, resulting in higher than expected field values. For a sphere, the induced cul
near the surface would flow continuously around the smooth contour of the sphere. B
the staircased sphere, currents near the surface are impeded by the step approxim:
Currentflow is effectively constricted around inside corners, resulting in high currentden
(overpredicted values). This is much like the flow of water near a right angle wedge f
lies in its path.

For electric induction, first consider that a very good, albeit imperfect, conductor
simulated. As is known for conductors illuminated by incident electric fields, the induc
currents and charges tend to concentrate at sharp edges or corners, creating field singul:
Although the sphere is smooth (and hence would show no charge singularities), simula
actually model a staircased sphere which consists of multiple sharp corners. The re
from these simulations show that fields are highly overpredicted, as the program trie
accurately reflect the true singularities that are expected at corners of a staircased ob,

The errors in this work are of similar character and magnitude to those encounterec
plane wave excitation [16]. This has implications for any simulations involving studi
of more complicated lossy structures, since maximum field values for isolated volume
regions will be overpredicted if the region contains boundaries with high conductiv
gradients.

4. FIELD INDUCED IN THE HUMAN BODY

The quasi-static FDTD method with a line-source can be used to compute induced ele
fields and currents in the human body close to transmission lines, where the incident ele
field can no longer be considered uniform. A heterogeneous model of the human bo
based on MRI scans and has been developed from a head and torso model from [17]
skin and limbs added in our laboratory. The original resolution of the model was 3.6 n
but for this research it was reduced to 7.2 mm by assigning to each coarse voxel the t
type most prevalent in the vicinity of the fine-scale model. In all computationg-thes
of the coordinate system is from foot to head (vertical) xFaxis is from left to right, and
they-axis is from back to front. The various organs and tissues were assigned conduct
ranging from 0.01 to 2.2 S/m, based on the most recent measurements. Detailed conduc
values are given in [18]. Because the displacement current is negligible, relative pern
vity values were set to 1 for all material types to avoid relaxation effects.

4.1. Geometry of the Problem

The body model and the bounding box encompassing it were placed in contact wi
perfect ground plane. The remaining five sides were surrounded by four layers of free s
cells and PMLs (15, P, 40dB). This led to an overall computational domain ok BBix
264= 2,497,968 voxels. In order to initiate the proper analytic fields in the computatiol
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domains, four line-source functions had to be initiated: two for each of the real and im:
source (as a result of the ground plane). As noted previously, two sources createc
standing wave condition for the electric field excitation. The source functions simula
source (image) lines located 4 m above (below) the ground plane, oriented parallet+to th
axis, and centred over the domain. The parameters of the functions were chosen to repr
a 60-Hz field, with a magnitude of 1 kV/m at the ground plane directly underneath the i
All results presented scale linearly with amplitude and with frequency up to 100 kHz [5

4.2. Results and Discussion

Steady state for this object was reached after 8000 time steps. The induced electric 1
at the end of the simulation were the data of interest and were analyzed as follows. F
organ dosimetry data in terms of the induced electric field and current density maximt
and averages for organs of interest were determined and compared with comprehe
organ dosimetry obtained previously in the case of a uniform 1-kV/m field. Most of tl
organs chosen were those whose ratio of surface area to volume were suitable for ana
given that boundary field values are overestimated and may skew data. None of the
was postprocessed in the manner discussed above (setting tangential surface fields to
since it is the internal organs that are of interest. The results are shown in Table VI.
uniform field used for comparison is 1 kvV/m. All the values for the line source are high
by up to 40%, as is expected since the fields in the absence of the object are higher
those of a uniform field.

It is informative to compare the ratio of the induced fields with the line source to that
the uniform field and relate that to the fields that exist in the absence of the body for €
source, respectively. This is done in the following manner. For a particular organ a suit:
coordinate locatiorP is identified as an approximate centre of the organ. Then the ra

TABLE VI
Organ Dosimetry for Electric Induction from 60-Hz Line Source at 4 m
over a Perfect Ground Plane

| Elmax (MV/m) [ lmax (MA/M) |Elavg (MV/m) [ ]avg (MA/M)

Organ Line source Uniform Line source Uniform Line source Uniform Line source Uniforr
Bowels 3.74 3.20 1.27 1.36 1.18 0.946 0.374 0.305
Brain 4.45 2.82 0.445 0.282 1.21 0.869 0.101 0.0727
Brain—gray 4.45 2.82 0.445 0.282 1.14 0.828 0.114 0.0828
Brain—white 2.80 2.22 0.168 0.133 1.32 0.940 0.0790 0.0564
Heart 3.18 2.19 0.318 0.219 1.49 1.07 0.149 0.107
Kidneys 2.75 2.43 0.275 0.242 1.38 1.03 0.138 0.103
Liver 4.07 2.69 0.285 0.188 1.76 1.26 0.123 0.0884
Lungs 3.23 2.30 0.259 0.184 1.36 1.01 0.108 0.0805
Muscle 27.6 235 9.65 8.21 1.47 1.32 0.515 0.462
Prostate 2.23 2.26 0.893 0.904 1.49 1.47 0.596 0.589
Spinal cord 3.55 2.23 0.355 0.223 1.29 1.08 0.129 0.108
Spleen 3.48 2.29 0.348 0.229 1.74 1.36 0.174 0.136
Stomach 1.63 1.33 0.815 0.666 0.854 0.684 0.427 0.342
Thyroid 1.14 0.962 0.572 0.481 0.911 0.819 0.456 0.410

Whole body 75.2 48.1 12.01 115 2.031 1.70 0.349 0.309
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TABLE VII
Ratios of Electric Fields induced by a Line Source to Those
of a Plane Wave, along with the Free-Space RatiR,

Organ Rp OR, OR,
Bowels 1.084 1.249 1.169
Brain 1.218 1.389 1.578
Brain—gray matter 1.218 1.380 1.578
Brain—white matter 1.218 1.401 1.263
Heart 1.125 1.391 1.451
Kidneys 1.097 1.344 1.130
Liver 1.106 1.398 1511
Lungs 1.131 1.343 1.405
Spleen 1.105 1.280 1.517
Stomach 1.106 1.334 1.225

(Rp) of the field at that location in the absence of the body model to that of the uniform fit
strength of 1 kV/m is computed. Next the organ maximum and average induced ele
field values for the line-source exposure and the uniform field exposure are compared
two other ratios ORand OR, are constructed, representing the ratios for the organ avere
and maximum values. Finally, these organ ratios are compared to the exposure field
Rp. The steps are thus as follows:

1. determine a midpoin®;

2. atP, find the free-space field for the line-soureg P);

3. determine the free-space raip = (E;(P))/1000 V/m;

4. determine organ ratios for maximum and average induced electric fielgsa@R
OR,; and

5. compare organ ratios with free-space ratps

The results of this process are tabulated in Table VII. This process is informative bec:
the results obviously show that the induced field ratios are much larger than the free s
ratio at the position of every organ of interest. Where the free spaceRatranges from
108-120%, the organ ratios for both the average and the maximum induced fields are hi
ranging from 116-160%.

Another calculation of interest is the total vertical current through each layer of the mo
This data is illustrated in Fig. 10, along with the corresponding vertical current previou
calculated for a uniform field of 1000 V/m. It is readily evident that the vertical curre
predicted by exposure to the line source is slightly greater than that for the uniform fi
as is expected since the field at the head from the line source is approximately 20% hi
than that of the uniform field.

Finally it is useful to examine the maximum external electric field, or more importan
the field enhancement factor. The field enhancement factor is a ratio of the external
in the presence of the body to that in the absence of the body. The enhancement f
predicted for the case of a uniform field is 16.8 [10]. In the present research for exposul
aline source, the predicted enhancement factor is 19.0. It should be noted that the maxi
external field is likely to be overpredicted because of the staircasing approximation. Ind
visual inspection of the vertical layer where the maximum field occurs (at the top of
head) shows a corona of high field values around the exterior, where a staircase edge o
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FIG. 10. Total vertical current (as a function of height) of the human model on a ground plane, in an elec
field produced by a 60-Hz line source (1 kV/m at the ground).

But this error is consistent with and evident in the previous uniform field research as w
since the same staircasing approximation is used.

5. CONCLUSIONS

An extension to the total-scattered field formulation of wave excitation in the FDTD f
been provided for line sources with TEM waves. The formulation based on the anal
formulation of the incident field is rather straightforward and is of high accuracy even fo
coarse mesh. This formulation has been used in the recently developed quasi-static F
method. A verification of the method against an analytic solution for a conductive sph
in the proximity of a line source attests to its high accuracy. Finally, the combination
the new nonuniform source formulation and the quasi-static FDTD provides an effec
tool for computations of induced electric fields and currents in the human body in cl
proximity to high voltage transmission lines. Such situations occur in some locations
the electric utility industries, and accurate evaluation of fields in the body is of importan
particularly for persons with medical devices, e.g., cardiac pacemakers.
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